
Even	if	𝑂𝑃𝑇(𝐼) is	unknown,	it	is	still	possible	to	compute	a	value	of	𝜌. This is typically done by finding a lower bound 
𝐿𝐵(𝐼) on the value of 𝑂𝑃𝑇(𝐼). Then, the inequality can be written as 𝐴𝐿𝐺(𝐼) ≤ 𝜌 ⋅ 𝐿𝐵(𝐼) ≤ 𝜌 ⋅ 𝑂𝑃𝑇(𝐼) (Note:	this	
holds	for	minimization	problems;	for	maximization	problems,	an	upper	bound	is	used	instead.)

For	the	load-balancing	problem,	two	obvious	lower	bounds	exist:
At	least	one	machine	has	at	least	the	average	load	of	all	machines.1.
Some	machine	must	execute	the	job	with	maximum	load.2.

Taken	together,	this	can	be	written	as	follows:

Proofs	of	statements	saying	that	an	algorithm	𝐴𝐿𝐺 is	a	𝜌-approximation	algorithm	are	roughly	
structured	as	follows:
𝐴𝐿𝐺(𝐼) ≤ ⋯ ≤ 𝜌 ⋅ 𝐿𝐵(𝐼) ≤ 𝜌 ⋅ 𝑂𝑃𝑇(𝐼)

For	the	proof,	we	use	the	following	definitions:
𝑀!∗ is	the	machine	with	the	largest	load,	i.e.	the	machine	which	determines	the	makespan;-
𝐽"∗ is	the	last	job	assigned	to	𝑀!∗.-
𝐿𝑜𝑎𝑑∗(𝑀!∗) is	the	load	on	𝑀!∗ just	before	𝐽"∗ was	assigned.-

We	have	that

There	are,	in	general,	three	strategies	for	improving	the	approximation	ratio	for	a	given	problem:
Use	the	same	algorithm,	but	perform	a	better	analysis	using	the	same	lower	bound	(such	that	𝜌
becomes	lower);

1.

Use the same algorithm, but perform a better analysis using a different lower bound;2.
Construct a new algorithm (possible using a different lower bound).3.

From	this	proof,	it	follows	that	Greedy-Scheduling	is	a	Q2 − $
%T-approximation	algorithm.

Note	that	the	higher	the	number	of	machines,	the	worse	the	approximation	ratio	will	get	(i.e.	it	will	get	
closer	to	two).

It	should	also	be	noted	that	this	bound	is	tight;	for	any	𝑚,	there	are	inputs	such	that	𝐺𝑟𝑒𝑒𝑑𝑦 −
𝑆𝑐ℎ𝑒𝑑𝑢𝑙𝑖𝑛𝑔(𝐼) ≤ Q2 − $

%T ⋅ 𝑂𝑃𝑇(𝐼).
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