
For	each	one	of	the	𝑘 answers	computed,	the	probability	for	each	one	of	them	being	too	large	is	given	by	
Pr$𝐷& > 2𝐷(σ), = !

"#.	If	the	
$
%-smallest	answer	is	reported,	then	the	probability	of	the	answer	being	too	large	is	

given	by	the	probability	of	at	least	$% answers	being	too	large.	This	probability	is	given	by	.Pr$𝐷& > 2𝐷(σ),/
!
" =

0 !
"#1

!
" > !

"# for	𝑘 ≥ 2.

i.

We should instead report the answer which is in the ‘middle’ of the ‘correct range’. Here, we have that the 
smallest "

&
answers are likely too small, the next "

"#
answers are likely in the acceptable range, and the highest 

!
"#

answers are likely too high.

ii.

Thus, we choose the "& +
#
#$
% = "

& + "
%# = &

%# = "
'th lowest answer.

See below.iii.
You would always report the smallest answer; since no answer is too small, the smallest answer is always 
most likely to fall in the acceptable range.

iv.

The new algorithm would give a wrong answer only if all of the 𝑘 answers are wrong. Since the probability of 

one of the 𝑘 answers being wrong is equal to ("#, the probability of 𝑘 of them being wrong is 0 (
"#1

$
. This means 

that the success probability is given by 1 − 0 (
"#1

$
.

v.

Let 𝑋) denote an indicator random variable which is 1 if the 𝑖*+ answer is too large, and let 𝑌) denote an 
indicator random variable which is 1 if the 𝑖*+ answer is too small. Let 𝑋 = ∑ 𝑋)$

)," and 𝑌 = ∑ 𝑌)$
)," . Now, we 

know that 𝐸[𝑋)] = !
"# and 𝐸[𝑌)] = "

&. By linearity of expectation, we then have that 𝐸[𝑋] = !$
"# and 𝐸[𝑌] = $

&.

iii.

We then have that the final answer is not a good estimate if either the number of too-large-answers is at least 
-$
'

or if the number of too-small-answers is at least $
'

. Bounds on these probabilities are given by

Pr c𝑋 >
3𝑘
4 f = Pr g𝑋 > h1 +

1
14i ⋅ 𝐸[𝑋]k < m
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Pr c𝑌 >
𝑘
4f = Pr g𝑋 > h1 +

1
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𝑒
"
'

01 + 1
41

"."'
o

$
&

Then, it follows that the probability of an answer not being a good estimate is bounded by

Pr[𝑎𝑛𝑠𝑤𝑒𝑟 𝑖𝑠 𝑎 𝑔𝑜𝑜𝑑 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒] > 1 − m
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